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Today

G R A I N G E R  E N G I N E E R I N GC O M P U T E R  S C I E N C E

• Distributed Training Preliminary

• Data Parallelism
•  Allreduce-based DP

• Communication terminologies 

• Learning Objectives
• Understand the AllReduce-based data parallelism 

• Understand how collective communication works in practice
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Data Parallelism: DDP
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Data Parallelism: DDP
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Gradient 
synchronization



Data Parallelism: AllReduce-based 
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Data Parallelism: AllReduce-based 
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Question: why do we have these data dependency edges?



AllReduce based Data Parallelism
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AllReduce based Data Parallelism
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When Shall we Synchronize Gradients?
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AllReduce based Data Parallelism: Option 1
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AllReduce based Data Parallelism: Option 2

G R A I N G E R  E N G I N E E R I N GC O M P U T E R  S C I E N C E
12https://siboehm.com/articles/22/data-parallel-training



Today

G R A I N G E R  E N G I N E E R I N GC O M P U T E R  S C I E N C E

• Distributed Training Preliminary
• Problem

• Challenge

• History

• Parameter Server based DP

• Data Parallelism
•  Allreduce-based DP

• Communication terminologies 
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Terminologies: Point-to-Point Primitive Communication
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Terminologies: Collectives
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Terminologies: Communication Collective
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Different from PS, no centralized server



How is AllReduce Implemented? 
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Tree-based Ring-based



Ring-based AllReduce

G R A I N G E R  E N G I N E E R I N GC O M P U T E R  S C I E N C E
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GPUs arranged in a 
logical ring

Two phases:
Scatter-reduce
All-gather



Phase 1: Reduce-Scatter
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Partitioning of an array into N chunks



Phase 1: Reduce-Scatter
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Data transfers in the 1st iteration of 
scatter-reduce



Phase 1: Reduce-Scatter
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Intermediate sums after the first 
iteration of scatter-reduce is complete



Phase 1: Reduce-Scatter
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Reduce-scatter data transfer (iteration 3)
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Reduce-scatter data transfer (iteration 4)



Phase 1: Reduce-Scatter
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Reduce-scatter data transfer (after iteration 4)



Phase 2: Allgather
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All processes can obtain the complete array by sharing the 
partial results from them. This can be done by circulating 
again without reduction operations.



Phase 2: Allgather
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Allgather data transfer (iteration 1)



Phase 2: Allgather
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Allgather data transfer (iteration 2)



Phase 2: Allgather
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Allgather data transfer (iteration 3)



Phase 2: Allgather
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Allgather data transfer (iteration 4)



Phase 2: Allgather
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Final state after allgather transfer



Two AllReduce Paradigms
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Tree-basedRing-based



Two AllReduce Paradigms
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Tree-based



Terminologies: Communication Collective
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Some Transformations
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α: Round-trip time latency 

β: Network bandwidth

γ: Compute overhead
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Some Transformations

G R A I N G E R  E N G I N E E R I N GC O M P U T E R  S C I E N C E
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“Centauri: Enabling Efficient Scheduling for Communication-Computation Overlap in Large Model Training 

via Communication Partitioning” ---ASPLOS’24 (Best Paper)

α: Round-trip time latency 

β: Network bandwidth

γ: Compute overhead



Communication Basics

G R A I N G E R  E N G I N E E R I N GC O M P U T E R  S C I E N C E
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• Collectives are implemented using many P2P
• Collectives are much more expensive than P2P

• Collectives are highly optimized throughout the past 20 years
• Look for “X”CCL libraries

• NCCL, RCCL, MSCCL,…

• Collectives are not fault-tolerant

• Collectives can be implemented differently
• Ring

• Minimum Spanning Tree (MST)



NCCL: Nvidia’s Efficient Multi-GPU Collective

G R A I N G E R  E N G I N E E R I N GC O M P U T E R  S C I E N C E
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• Use unified GPU direct memory accessing

• Each GPU launches a working kernel, cooperate with each other to do 
ring-based reduction

• A common backend for popular DL frameworks such as PyTorch



Today

G R A I N G E R  E N G I N E E R I N GC O M P U T E R  S C I E N C E

• Distributed Training Preliminary
• Problem

• Challenge

• History

• Parameter Server based DP

• Data Parallelism
•  Allreduce-based DP

• Communication terminologies 

• Hardware
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Hardware: Delta
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• Home page: 
https://www.ncsa.illinois.edu/res
earch/project-highlights/delta/

• 100 quad A100 GPU node, each 
with 4 A100

• 100 quad A40 GPU node, each 
with 4 A40

• 5 8-way A100 GPU, each with 8 
A100

• 1 MI100 node, 8 MI100



Delta Onboarding

G R A I N G E R  E N G I N E E R I N GC O M P U T E R  S C I E N C E

• https://docs.ncsa.illinois.edu/systems/delta/en/latest/user_guide/acc
essing.html
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Step 1: Create ACCESS ID

G R A I N G E R  E N G I N E E R I N GC O M P U T E R  S C I E N C E

• Register an ACCESS id at: 
https://access-ci.org/ (top 
right-hand corner)

• After you register, send 
the instructor your ACCESS 
id. The instructor will add 
you to access to his GPU 
allocation. 
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Step 2: Get Started

G R A I N G E R  E N G I N E E R I N GC O M P U T E R  S C I E N C E

• Delta uses Slurm to manage jobs/GPUs

• Please watch this tutorial video: Getting Started on NCSA's Delta Supercomputer.  

• After that, you may want to check Delta User Documentation — UIUC NCSA 
Delta User Guide (illinois.edu). 

• Please learn how to use slurm to get GPUs: Slurm Workload Manager - Quick 
Start User Guide (schedmd.com). 
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Step 3: SSH Login

G R A I N G E R  E N G I N E E R I N GC O M P U T E R  S C I E N C E
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• You shall use ssh to login to the 
node: Delta Login Methods — UIUC 
NCSA Delta User Guide (illinois.edu). 

• For instance, you can use 
commands such as “srun -A bcjw-
delta-gpu --time=00:30:00 --
nodes=1 --ntasks-per-node=16 --
partition=gpuA100x4,gpuA40x4 --
gpus=1 --mem=32g --pty /bin/bash”

 

• Maintaining Persistent Sessions: 
tmux

https://docs.ncsa.illinois.edu/systems/delta/en/latest/user_guide/accessing.html
https://docs.ncsa.illinois.edu/systems/delta/en/latest/user_guide/accessing.html
https://docs.ncsa.illinois.edu/systems/delta/en/latest/user_guide/accessing.html
https://docs.ncsa.illinois.edu/systems/delta/en/latest/user_guide/accessing.html


Additional Info

G R A I N G E R  E N G I N E E R I N GC O M P U T E R  S C I E N C E
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• It is the instructor’s own research allocation, and it has a limit. So please be mindful 
when using GPU resources.

• Avoid allocating too many GPUs at once

• Turn off the job when you are not using the GPUs

• The allocation has 500 GB of storage in total (shared by the class and other students in 
the instructor’s lab)

• Please avoid downloading large data files and super large model checkpoints, e.g., one llama7b 
checkpoint consumes roughly 14GB.



Course Project (Reproducibility Challenge)

G R A I N G E R  E N G I N E E R I N GC O M P U T E R  S C I E N C E
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GPTCache: An Open-Source Semantic Cache for LLM 
Applications Enabling Faster Answers and Cost Savings https://github.com/zilliztech/GPTCache

RouteLLM: Learning to Route LLMs with Preference Data https://github.com/lm-sys/RouteLLM

LLM-QAT: Data-Free Quantization Aware Training
 for Large Language Models https://github.com/facebookresearch/LLM-QAT

Speculative decoding in vLLM https://docs.vllm.ai/en/v0.5.5/models/spec_decode.html

REST: Retrieval-Based Speculative Decoding https://github.com/FasterDecoding/REST

MemGPT: Towards LLMs as Operating Systems https://github.com/letta-ai/letta

… …

4-credit undergraduate students, 3-credit graduate students
Some suggestions below, but it can be any machine learning system related papers that you are interested in

https://github.com/zilliztech/GPTCache
https://github.com/lm-sys/RouteLLM
https://github.com/lm-sys/RouteLLM
https://github.com/lm-sys/RouteLLM
https://github.com/facebookresearch/LLM-QAT
https://github.com/facebookresearch/LLM-QAT
https://github.com/facebookresearch/LLM-QAT
https://docs.vllm.ai/en/v0.5.5/models/spec_decode.html
https://github.com/FasterDecoding/REST
https://github.com/letta-ai/letta
https://github.com/letta-ai/letta
https://github.com/letta-ai/letta


Course Project (Open-End Research Project)

G R A I N G E R  E N G I N E E R I N GC O M P U T E R  S C I E N C E
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•Benchmark and analyze important DL workloads to understand their performance gap and 

identify important angles to optimize their performance.

•Apply and evaluate how existing solutions work in the context of emerging AI/DL workloads.

•Design and implement new algorithms that are both theoretically and practically efficient.

•Design and implement system optimizations, e.g., parallelism, cache-locality, IO-efficiency, to 

improve the compute/memory/communication efficiency of AI/DL workloads.

•Offer customized optimization for critical DL workloads where latency is extremely tight.

•Build library/tool/framework to improve the efficiency of a class of problems.

•Integrate important optimizations into existing frameworks (e.g., DeepSpeed), providing fast 

and agile inference.

•Combine system optimization with modeling optimizations.

•Combine and leverage hardware resources (e.g., GPU/CPU, on-device 

memory/DRAM/NVMe/SSD) in a principled way.

4-credit graduate students



G R A I N G E R  E N G I N E E R I N GC O M P U T E R  S C I E N C E

Questions?
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