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Background and Motivation

• Training with reduced precision
• Reduces memory bandwidth pressure

• Faster arithmetic

• Reduces memory required for training

• But FP16 has a narrower dynamic range than FP32
• May cause underflow/overflow and other arithmetic issues



VV Fast Refresher on 
IEEE FP numbers

• Representation FP16/32

• Denormalized numbers
• The zero exponent is reserved for denormalized 

numbers

• FP Addition
• Loss of precision while adding

• For FP16, if operand exponents differ by more than 
10 we lose all mantissa bits



Idea 1: FP32 Master Copy Of Weights

• If model weights and gradients are in FP16, weight gradients may underflow

• Also, the ratio of weight value and weight update might be very large
• Loss of precision while adding



Idea 1: FP32 Master Copy Of Weights



Idea 1: FP32 Master Copy Of Weights

• Impact on 
• Performance

• Using a FP32 master copy fixes training

• Memory

• Keeping a master copy of the weights requires 
more memory

• For the models they tested the activation memory 
is the major bottleneck

• May not be true if using techniques like activation 
checkpointing

• May not be true for LLM training.



Idea 2: Loss Scaling

• Histogram of activation gradient values 

• If cast to FP16, most gradient values will become 0!

• Scaling gradients during backpropagation prevents underflow

• The gradient is scaled before backpropagation begins and rescaled before updating weights



Idea 3: Arithmetic Precision

• Neural Net math 

• Vector dot-products

• Reductions (BatchNorm, Softmax)

• Point-wise operations (Non-linearities)

• Accumulating FP16 math into an FP16 value doesn’t work

• The paper proposes accumulating outputs in FP32 and saving them 
in FP16 format



Results
• Configuration

• Baseline: Weights, activations, gradients, and arithmetic in FP32

• Mixed Precision Training (MPT)

• Tasks

• Vision: Classification, Detection

• Language: Machine Translation, Language modeling

• Speech recognition

• Generative Modeling
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Speech + 
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Closing Comments

• This paper is from 2018.

• For people working in ML ...

1. https://www.amazon.com/Dinosaurs-Roamed-Earth-Stephen-Attmore/dp/0824984099



Recent work on MPT

• Automatic mixed precision package: torch.amp
• Automatic casting to FP16/bfloat16

• Loss scaling

• Using underlying tensor-core units

• MPT for LLMs
• FP8 parameter training

• Adaptive loss scaling to prevent overflow/underflows

• Lowering precision of some optimizer states 
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