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Example of Mutimodal Q/A
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Larger Models require larger compute
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● As model size and 
accuracy increases, the 
demand for the 
amount of compute 
also increases

● Training Large models 
from scratch are 
expensive



Instruction Tuning
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● Training LLMs based on 
instructions

● Allows models 
adaptable to a wide-
range of tasks without 
task-specific training



Overview of Existing PET Multimodal Tasks
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InstructBLIP
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Multimodal Instruction Challenges
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1. Finetuning full models is expensive

2. Lack in semantic information in instructions, which 
hinders multimodal alignment 



Outline 

● Introduction

● PETAL Architecture

● Evaluation

● Summary

Hari Umesh 10



PETAL Main Contributions
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1. Novel Dynamic Mode Approximation for efficient 
tuning

2. Enhanced Instruction Semantics
• Adaptive Instruction MOEs module
• Score-based information bottleneck



Model Overview Diagram
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Dynamic Mode Approximation for Efficient Tuning
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● Approximates the 
attention weights in 
Transformer 
architecture based on 
CP decomposition with 
a dynamic weighting 
scheme



Adaptive Instruction MOEs Module
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● Extracts information 
from multiple 
perspectives by setting 
multiple instructions 
for each image with a 
different focus then 
stack them in a text 
paragraph

● Then features are 
extracted and merged 
then 



Score-based Information bottleneck loss

Hari Umesh 15

● Mutual information(MI) loss that enhances semantics of 
instructions 

● Calculate loss based on the product of normalized features 
and instructions

● Maximizes the mutual information between the 
representation and the target and minimizes between the 
representation and the input
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Tasks, Datasets, and Baselines
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Tasks: Image Captioning and Question Answering

Datasets
● Captioning: Flickr30K, TextCaps
● Q/A: OKVQA, A-OKVQA, TextVQA

Baselines: InstructBLIP and LLaVA on 4 PEFT METHODS
● HEAD TUNING
● MAPLE
● LLAMA-ADAPTER
● LORA



Implementation?
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● Apply PET exclusively to the Q-Former enhanced by 
approximation techniques

● LLMs Used: FlanT5 and Vicuna-7B

● GPU: 5 epochs 8x A100 (80GB) GPU



Results: Image Captioning

Hari Umesh 19

● Apply PEFT exclusively to the Q-Former enhanced 
by approximation techniques

● LLMs Used: FlanT5 and Vicuna-7B
● GPU: 5 epochs 8x A100 (80GB) GPU



Results: Question Answering
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PETAL captures greater object information
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PETAL captures the relationship between objects
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PETAL boasts SOTA Few-shot results 

Hari Umesh 23



Visualization Comparison of Instruction Enhancement 
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Training Time and Parameter Size Comparison
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Summary of Key Contributions
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● PETAL: novel approach for parameter efficient 
tuning in vision-language models

● Dynamic mode approximation increases efficiency
 
● Enhanced Instructions through adaptive 

instruction MOEs and mutual information loss



Discussion and Future Contributions
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Strengths
● Multimodal paper with specific instruction tuning 

optimizations and dynamic mode approximation

Future Work
● Quantization
● Inference level optimizations for Multimodal inputs
● Switch Transformer optimization w/ MOEs



Appendix 1: Ablation Study PETAL Architecture
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