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● Reference: Modeling Sequences with Structured State Space

● Originated from state space methods in control theory
○ Input: 1-dimensional function or sequence x(t)
○ Maintain latent state h(t) following

where A, B, C & D are projection matrices. Such an SSM is represented by (A, B, C). 
D is often omitted as it is only a skip connection. 

○ However, it is too general
■ Inefficient to compute,                operations &              space
■ Struggle to remember long dependencies, similar to the vanishing/exploding gradient 

problem of RNN
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● Discretization: for discrete inputs
○ e.g. zero-order hold (ZOH)

where ∆ is the step size of sampling.

○ Now, the discrete SSM can be represented 
as (∆, A, B, C), or (A, B, C)
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● Computation: Linear Time Invariant (LTI) 
○ Linear recurrence

○ Global convolution
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● By imposing structure on matrix A, the system can be solved using efficient algorithms
○ Popular choices: Diagonal, or High-order Polynomial Projection Operators (HiPPO) 

○ HiPPO can reconstruct older signals, while keeping track of newer signals

○                operations &              space ->                   operations and                   space



GRAINGER ENGINEERING

Other Related Works

ELECTRICAL & COMPUTER ENGINEERING

● Linear attention
● H3
● Hyena
● RetNet
● RWKV
● …



● Motivation: Selection as a Means of Compression
○ Selective Copying task

○ Induction Heads task

○ LTI fails as the constant (A, B, C) cannot let them select the correct information.
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● Efficient Implementation of Selective SSMs

● Can no longer use convolution form 
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● Selective Scan: Dynamic Matrices + Parallel Scan
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● Hardware Awareness
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● Whole pipeline (S6)
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● Mamba Block Design
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● Strength
○ The paper introduces a key mechanism by parameterizing the SSM parameters based on the 

input, allowing the model to filter out irrelevant information and remember relevant information 
indefinitely. 

○ The results as compared to Pythia, and Transforms on many benchmarks are impressive.
○ The paper is written in a clear and understandable manner, with a well-defined approach and 

simple yet effective improvement strategies.

● Weakness
○ Might need a more concise experiment design to validate its capability as an alternative 

backbone for LLMs.
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● Many works have explored this framework on distinctive modalities
○ Visual representation: Vision mamba, Vmamba, Localmamba, Hsimamba, …
○ Biomedical image segmentation: U-mamba, Segmamba, Vm-unet, …
○ Video representation: Videomamba
○ Motion generation: Motion mamba
○ Multimodality: VL-Mamba
○ Checkout Awesome-Mamba-Papers on Github 

for more!
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● However, it is rejected by 
ICLR 2024

● TL;DR
○ Absence of results on Long 

Range Arena (LRA)
○ Evaluation using perplexity
○ Lack of evaluation on short 

sequences
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Thank you!
Any Questions?
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