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Text-to-Image
DALL-E 2 (OpenAI)

Unconditional Generation
Latent Diffusion

Customizing Images
DreamBooth (Google)

Stylized Images
LoRA on SDXL (UIUC,Google)

Inpainting
RePaint

- Denoising
- Super Resolution
- ….



Background: Diffusion Summary

Diffusion

● Diffusion Probabilistic Models (2015, Sohl-Dickstein et al.)
● Denoising Diffusion Probabilistic Models (2019, Ho et al.)

Latent Diffusion

● Latent Diffusion (Rombach et al., 2021)
○ →   Stable Diffusion

Even More Diffusion

● InstaFlow (this)
● and many more …

Connections To:
Nonequilibrium Thermodynamics

Langevin dynamics
Score Matching

https://arxiv.org/pdf/1503.03585.pdf
https://arxiv.org/pdf/2006.11239.pdf
https://arxiv.org/pdf/2112.10752.pdf
https://arxiv.org/pdf/2309.06380.pdf


Background: Diffusion

Forward process q 

turns images into Gaussian noise

Reverse process p

turns noise into images

● Provided transitions t are small enough,  pθ(xt-1| xt)  is gaussian
● we can train a neural network to estimate xt-1 from xt



Background: Diffusion

Forward Process (←)

● Gradually add gaussian noise 
○ B varies by timestep (from 10−4 to 0.02)
○ until the image approaches gaussian noise

● Can sample in closed form

predicted

constant

Reverse Process (→)

● Gradually predict the added noise
○ our trained model predicts noise mean and variance

● Reconstruct image by subtracting predicted noise



Background: Diffusion

add some 
amount of 

noise

noised sample

predict noise

start with noise

predict noise

subtract noise



Background: Diffusion

Hindrances:

● Iterative
● Image-sized inputs + latents

(and optionally 
conditioning) 



Background: Latent Diffusion

● Encode image into smaller latent space
● Run diffusion in latent space



Motivation

Sampling is still iterative

     That makes it slow

InstaFlow claims

- “an ultra-fast one-step model”
- “with SD-level image quality”



π1
image distribution

π0
gaussian noise 

distribution

ODE

v is the ODE’s velocity field



Rectified Flow: an ODE Framework
- Learns to transfer π0 to π1

Perfect Simulation in 
just one step

- approximated by numerical solvers (e.g. Euler Method)
- choice of N yields a cost-accuracy trade-off
- want a straight flow



DDIM uses this one

Can choose different interpolations for 
can use any 

time-differentiable 
interpolation

Neural Net



Now we have v, 
approximated by a neural net

We can now solve this ODE
starting from Z0 ∼ π0 to transfer π0 to π1

why is this any better?

Rectified Flow



- Paths for a well-defined ODE cannot cross each other
- That would mean the ODE solution is not unique

- Rectified Flow rewires individual trajectories to avoid crossing
- Still keeps the same density map





1) Draw (X0 , X1)
2) Train v
3) Follow v to get new mapping (Z0 , Z1)

4) Do it again. 
- Prev (Z0 , Z1) is now the input (X0 , X1)
-  “k-flow”

bad coupling

better coupling





Text-Conditioned



Evaluation





Evaluation: Flow

Flow ‘straightness’

How pixel values change over time

Straighter trajectories



Evaluation: Inference Time

SD cannot effectively distill

k-Rectified can

Distilled version of k-Flow has a 
smaller gap with teacher



Evaluation: FID + CLIP



Thoughts

- It’s all based on Rectified Flow
- New text-conditioning
- boasts strong improvement (FID + Results)
- failures on complicated prompts
- usefulness of FID ?
- better reflow?
- 1-step ?
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π1
image distribution

π0
gaussian noise 

distribution

ODE

Approx w 
Neural Net



Can choose different interpolations for 

DDIM uses this

can use any 
time-differentiable 

interpolation

Neural Net


