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• System/Algorithm optimizations for transformer model inference
• A novel self-attention architecture with new operators
• With tensor-tile pruning algorithms and attention-aware pruning



E.T.

• Kernel optimizations
• Kernel fusion
• Tailored attention
• Incremental/decode/generation phase: maximize thread occupancy and 

minimize on-device high-bandwidth memory (HBM) access (i.e., using 
shared memory or registers)



E.T.

• 2.5x speedup compared 
with TensorRT 



Challenge #1: Long Turnaround Time
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Challenge #2: Gigantic model size



Kernels are not free



Think self-attention as a primitive
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Compute the self-attention on-the-fly



Pre-computed linear transformer operator



Evaluate on-the-fly attention



Pruning make the model small



Using emerging hardware



Efficient computing on sparse models



Prune the model as fine-tuning



Prune the model as fine-tuning

• Initialization: start with pre-trained model
• Check the current epoch falls into the pre-defined milestones. If 

yes,
• Divide weight matrix
• Compute l2-norm of each tile and update tile penalty factor
• Update the model loss
• Train Transformer model
• Prune weights based on L2 norm
• Retrain the non-zero entries for several epochs



Prune weights based on L2 norm



Efficient computing on sparse models



Attention-aware pruning

W!	&	𝑊":	Tile-based pruning

If not pre-computed linear transformation: column pruned W#, tensor tile pruned 𝑊$



Attention-aware pruning

If pre-computed linear transformation: 
row pruned 𝑊$  (to benefit step 6), dense W#  (no sparsity changes from pruning, prevent pruning others)



Evaluate pruning algorithms



Compare with state-of-the-art



Discussion

• V100
à Other hardware platforms

• Inference
àTraining

• Combined with other kernel optimizations
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