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An “Agent” is an entity with the capacity to act in a given environment for task solving.

What are Agents?



Conversable Agents
A conversable agent is an entity with a specific role that can pass messages to send and receive information to and 
from other conversable agents, e.g., to start or continue a conversation.
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Conversable Agents
A conversable agent is an entity with a specific role that can pass messages to send and receive information to and 
from other conversable agents, e.g., to start or continue a conversation.

Why can LLMs be used as Agents?

Autonomy: Autonomy in agents refers to their ability to operate independently without human intervention, 
including following instructions, initiating actions, and adapting outputs based on environmental input. LLMs 
demonstrate autonomy by generating human-like text, engaging in conversations, performing tasks, and 
showcasing creativity.

Reactivity: Reactivity in agents refers to their ability to quickly respond to changes in the environment by 
perceiving and taking appropriate actions. Language models traditionally have limited perceptual and action 
spaces but can expand them using tool usage, i.e, querying APIs to perform tasks. LLM based agents can exhibit 
reasoning and planning abilities comparable to symbolic agents through techniques like Chain-of-Thought (CoT) 
and problem decomposition

The Rise and Potential of Large Language Model Based Agents: A Survey

Conversable Agents / LLM Agents



REACT: SYNERGIZING REASONING AND ACTING IN LANGUAGE MODELS

Building LLM Agents - ReAct



How to empower every developer to build conversable agents?

AutoGen
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Hugging Face🤗 for Agents



Aim: Multi-agent conversation framework with generic abstraction and effective 
implementation that has the flexibility to satisfy different application needs.

• How can we design individual agents that are capable, reusable, customizable, 
and effective in multi-agent collaboration? 

• How can we develop a straightforward, unified interface that can 
accommodate a wide range of agent conversation patterns?

AutoGen



AutoGens Key Concepts
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Conversation Programming

Involves defining agent capabilities and roles, and programming their interaction behaviors through 
conversation-centric computation and control.

Computation refers to the actions agents undertake to compute their responses within a multi-agent 
conversation, while control flow dictates the sequence or conditions under which these computations 
occur. AutoGen's approach focuses on conversation-centric computations, where agents engage in 
actions pertinent to their conversations, leading to message passing for subsequent interactions 
unless certain termination conditions are met.

Control flow in AutoGen is driven by conversations, meaning that agents' decisions on message 
recipients and computation procedures are influenced by the ongoing inter-agent dialogue. This 
paradigm facilitates intuitive reasoning about complex workflows through agent actions and 
conversation-driven message passing.



Conversation Programming



Application Enabled by AutoGens



Math Problem Solving





Retrieval Augmented Chat & 
Question Answering







AutoGen introduces an interactive retrieval feature 
where, if the retrieved context lacks information, the 
assistant responds with "Sorry, I cannot find any 
information about... UPDATE CONTEXT," prompting 
further retrieval attempts



Multi-Agent Coding



Large Language Models for Supply Chain Optimization

Task - Optimization and Planning



Large Language Models for Supply Chain Optimization

Task - Optimization and Planning

What if the roasting cost 
is increased by 5% 
because of the potential 
salary increase ?
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and an “Interpreter



Writer,combines the 
functions of a “Coder” 
and an “Interpreter

AutoGen supports 3 agent setups dues it’s 
customizable framework, additionally also allows 
dynamic switching between code and text





Conversational Chess





 register_reply method supported by 
AutoGen agents to instantiate player agents and a 
board agent with custom reply functions., so players 
can only make moves while the chess board agent is 
restricted to only verify the legality of the move.





Summary & Strengths



Challenges

● Finite context length: The restricted context capacity limits the inclusion of historical 
information, detailed instructions, API call context, and responses. The design of the system 
has to work with this limited communication bandwidth, while mechanisms like self-reflection 
to learn from past mistakes would benefit a lot from long or infinite context windows. Although 
vector stores and retrieval can provide access to a larger knowledge pool, their representation 
power is not as powerful as full attention.

● Challenges in long-term planning and task decomposition: Planning over a lengthy history and 
effectively exploring the solution space remain challenging. LLMs struggle to adjust plans when 
faced with unexpected errors, making them less robust compared to humans who learn from 
trial and error. How many previous steps do we unroll ?



Open Questions

● How to design optimal multi-agent workflows?
○ Evaluation
○ Optimization

● How to create highly capable agents?
○ Integration
○ Learning

● How to enable scale, safety and human agency?
○ Teaching
○ Interface



Future Works

Longer contexts

Evaluation

MultiModal 

Learning Agents
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Longer contexts

Evaluation

MultiModal 

Learning Agents

Further works can investigate 
which strategies, such as agent 
topology and conversation 
patterns, lead to the most 
effective multi-agent 
conversations

?



Thank You!!


