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What is Model Serving?

Serving
| 3 )

Ang B/

Pre-trained model Fine-tuned model



Serving Scenario 1: Online ChatBot

«/, Searching for: fun places to visit at Urbana Champaign

/ Generating answers for you...

There are many fun places to visit at Urbana Champaign, depending on your interests and preferences.

Here are some of the most popular ones:

« If you love nature and animals, you might enjoy visiting the Anita Purves Nature Center ' , where you
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a restored historic venue that hosts concerts, movies, and shows.

o If you are feeling adventurous and sporty, you might have fun at the University of lllinois Ice Arena,

where you can skate, play hockey, or watch games.

These are just some of the fun places to visit at Urbana Champaign. You can find more information and
reviews on Tripadvisor or Bing. | hope you have a great time exploring the city! &

Learnmore v 1 @@ experiencecuorg 2 JX kam.llinoisedu 3 Q bing.com
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Serving Scenario 2: Online Image Generation

< You

Digital illustration of a beach scene crafted from yarn. The sandy beach is depicted with beige yarn, waves are
made of blue and white yarn crashing onto the shore. A yarn sun sets on the horizon, casting a warm glow. Yarn
palm trees sway gently, and little yarn seashells dot the shoreline.

7 Copilot

I'll try to create that.

AH P O L ) ei1of30responses Al-generated content may be incorrect

Digital illustration of a beach scene crafted from yarn. The sandy ...

P Designer  Powered by DALL'E3 » 14



Serving Scenario 3: Online Q&A

what are famous quote from shakespeare GO g Ie Q
All Images News Shopping Videos More Settings Tools
About 7,370,000 results (0.88 seconds) * Question and Answer Scenario
- * Direct answer not a list of webpages
William Shakespeare / Quotes

* Good quality of answer

Be not afraid of greatness: some are born great, some achieve greatness, and some have greatness
thrust upon them.

To thine own self be true, and it must follow, as the night the day, thou canst not then be false to any
man.

The course of true love never did run smooth.

Feedback



Training -> Inference

Exhibit5 At both data centers and the edge, demand for training and
inference hardware is growing.

Data center, total market, $ billion Edge, total market, $ billion
Inference 9-10 Training Inference Training
4-5 4-5
4-4.5
~1
2017 2025 2017 2025 2017 2025 2017

Source: Expert interviews; McKinsey analysis



Inference Challenges

Training Vs Inference

Runtime Weeks or months Milliseconds or seconds

Challenges TCO (Cost, Energy) TCO (Cost, Energy)

4 Speed (LLM: token rates)

Model size
e Parameter volume
e LLM: Context length

.




LLM Autoregressive Generation

5 forward passes

|$ corré?ct !

<BOS> The prompt ... AnS\f_yer: Thé_is
H A A r'y

A A

v v v v
<BOS> The prompt ... Answer: This is correct



Decoding Strategies

Text input
\i The name of that country is the ) Greedy deCOdlng
Greed
United - 12% > o di:g
T ar STy Netherlands \_\ 2.7%
Layers Czech | | 19%
~ Pick the highest
Ul | 18% )
-ﬁ scoring token
N/

Language Model

Text output ‘ United |

Top-k & Top-p, Cohere

Top-k decoding

1. Consider only the top 3 tokens.
Ignore all others.

United + Netherlands = 15%

United 12% -

Netherlands 2.7% ﬂ ______________

Czech 1.9% | |

2. Sample from them based on
their likelihood scores.

United 72% - ............

Netherlands 18% ':]

Czech 11% | |

Top-p decoding (Nucleus Sampling)

1. Consider only the top tokens whose
likelihoods add up to 156%. Ignore all others.

United + Netherlands = 15%

wiea 12 (D

Netherlands 2.7% E

CZEChlg%U

U 1.8% U

2. Sample from them based on their
likelihood scores.

Netherlands 18% D

%



Serving Challenge: Long Latency

e Long serving latency blocks deployment
e Support advance models while meeting latency SLA and saving cost

Turing Prototype 2 ~100ms < 10ms

Turing Prototype 3 ~107ms < 10ms
10~12ms for [query, 1 doc]

Dee ery Document Similarit < 6bms
b Query N mitarity x 33 docs
Malta Click Features e U PR <5ms
x 150 passages
Ads seg2seqg model for query ~51ms <5Sms

rewriting
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Customized Kernels

ByteTransformer: A High-Performance
Transformer Boosted for Variable-Length
QKV Attention

15xspeedup 29speedup Inputs, 2023
l W Query »(A Dh Q-trans » Attn Soft

4
= I rScore " Max §‘
Q_bias

I
|
—sppls NormT Key »G)iA K-trans
’ N
>

l v
I K_bias Att
| /.P\' \/-trar n
Il _____ ¥ illf_"_\/_r Mctmas " Context
V_bias L ____________
;Vl ot dug & Al i S |
i pisadocl . LSS | Output | i =
T @@ | - |
@ _ W |
| 3 i
| Norm : Bias-add
| 1.2x speedugi
| s i
Intermediate an Output | A D
: FF = ’\;/‘: " FF g . b Ak 4 l" *
ATy ot 2 R . S —L higs : “obies

DeepSpeed-Inference: enabling
efficient inference of transformer models at Fig. 4: The zero padding algorithm.
unprecedented scale, SC 2022



Multi-GPU Inference via Partitioned Layouts

1D weight- 2D weight- Weight-
stationary ,  stationary ., gathered oy
activations Win X \\_ activations Win x %| activations Win ¥ Y|
—[BLE,_YZ] [EFM.;,] —[BLEM_..ZI lE_,_F.__.zl —[BHLEZI [E_.,F.,.z]
\ \ \ /
all-gather(xyz) all-gather(yz) all-gather(z) 'all-gather(xy)
HLEK
"
out
BLFyz (par’ualsum xJ Wout
i -F- Eyx
Tedune-matler[xl' By LFz ?
BLFyyz
(golu ) bgatnert
all-gather(x)
BLFyz FE
sinsum
BLE, (paftialsum-yz) B, LE |(partialsum-z)
/{'edumasnauerwz}” educe-scatter(z)

—©)
(b) (c)

L: sequence length
E: hidden dim
F: feedforward dim

Efficiently Scaling Transformer Inference, MLSys 2023

AlpaServe: Statistical Multiplexing with Model
Parallelism for Deep Learning Serving, OSDI 2023

Mem GPU1 GPU2 GPU3 GPU4 GPU1 GPU2 GPU3 GPU4
x [ =] Co B | b | okl | e
LA J|CB J|Cc1f[Aa_] La1]e1 ]| [a2]B2 ]l [a1]B1]])[a2]B2]
2%
L8 IfLec JjlLo JjLo_] Le1]oi || [c2[o2 || [c1]o1] | [c2[p2]
La A JfLAa J)La J) | (LA djla LA LA |
4x G B B B B [ B B G
C C C C c JI[ c C C
D D D D D | D D D

(a) Replication

(b) Model Parallelism
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Inference Challenge: Limited Parallelism

* Small batch size = Low data reuse

* Autoregressive generation = Sequential dependency

Input Vector

8192

N=2K, 4K, ...

&

Weight

8192

4096

I
Output Vector

N

4096

Training |t

: Weight
Input Vector
|
1 |® 8192
; 8192
: 4096
|
» | Inference

1

Output Vector

4096

13



Batching Strategies for LLM Inference

Individual
requests

Dynamic
batching

Continuous
batching

Orca: A Distributed Serving System for Transformer-Based Generative Models,
OSDI 2022

14



Inference Challenge: Large Memory Footprint

* Model parameters
* # Layers
 # Hidden dim KV
Parameters Cache
e KV cache ~30%
* Batch size (26GB, 65%) ( 0)
* Sequence length
* # Layers
 # Hidden
Others

e Activation and others OPT-13B on A100 40 GB

Efficient Memory Management for Large Language Model Serving with
PagedAttention, by Kwon et al., 2023



https://ar5iv.labs.arxiv.org/html/2309.06180

FlashAttention

Outer Loop

K:dxN
Copy Block to SRAM

Outer Loop

Q:Nxd H V:NXd
<2\ SRAM: 19 TB/s (20 MB) e )
SRAM = .
'§| 14 T
S\ HBM: 1.5 TB/s (40 GB) 2 o1 iy | Copy o
HBM 8 G Compute Block I %
= =, on SRAM 1E nd
ETRNVE TSN DRAM: 12.8 GB/s £ o 2 k-
(CPU DRAM) (>1TB) I | §
I 11°
L

S |

Memory Hierarchy with
Bandwidth & Memory Size

Output to HBM

sm(QK"V: N x d

Inner Loop

FlashAttention

15+

Time (ms)

PyTorch

Attention on GPT-2

I Matmul

Dropout

Softmax

Fused

Kernel
—

Mask

jMatmuI

FlashAttention

Fast and Memory-Efficient Exact Attention with I0-Awareness, 2023
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PagedAttention

1 slot for
generated token

2 slots future used
(reserved)

External fragmentation

1 slot future used
(reserved)

Four | score | and | seven | years | ago our fafhers‘bmugh forth = <eos>| <resv>
<
TKV DaEh\E( states for ‘ 2038 slots never used
request A's prompt (internal fragmentation)
Request A
current iteration
Logical & physical KV blocks
/ ‘\\
Request |
A
\ 7
Prompt: “Alan Turing is a computer scientist”
Completion: “and mathematician renowned”
Logical KV blocks Block table
3 3 Physical
block 0 Alan Turing is a bk ok # Filled
Y
block 1 | computer | scientist and "‘?"?ema ! 4
tician - 1 4
block 3

block 0

block 1
4

‘block 2
/ block 3

block 4
c

/5:.\ Jblock s
\ block 6

* block 7

~
3 KV cache states for
request B's prompt

507 slots never used
(Internal fragmentation)

Request B
current iteration

Physical KV blocks

_— mathem
computer | scientist| and atician
Allocated on demand

Turing is a

Efficient Memory Management for Large Language
Model Serving with PagedAttention, 2023

SGLang: Efficient Execution of Structured Language

Model Programs, 2024

1 @ 3)

O]

You are a helpful assistant.
User: Hello!
Assistant: Hil

You are a helpful assistant.
User: Hello!
Assistant: Hil

User: Solve this problem ...
Assistant: Sure! ...

User: Hello!

Assistant: Hi! Assistant: | can...

User: Solve this question...
Assistant: Sure! ...

User: What can you do?

(5)

You are a helpful assistant.

User: Hello!
Assistant: Hil

User: What can you do?
Assistant: | can ...

User: Write a story ...
Assistant: Surel ...

(6) 7
Question 1: ... Question 1: ...
You are a helpful assistant. Answer 1- ... You are a helpful assistant. Answer 1: ...
Question 2: ... Question 2: ...
Answer 2:... Answer 2:...
User: Hello! User: What can you do? Question 3: .. User: Hello! User: What can you do? Question 3:
Assistant: Hil Assistant: | can ... Answer 3: .. Assistant: Hil | Assistant: | can ...
CJ (¢] CJ
User: Write a story ... User: Write a story ... What ... When ... How ...
Assistant: Surel ... Assistant: Surel ... Answer 3: ... | Answer 3:... | Answer 3:..
O D 0
(8 9
Question 1: ... Question 1: ..
You are a helpful assistant. : You are a helpful assistant. Answer 1: ...
. Question 2: ...
Answer 2:... Answer 2:...
User: Hella! Question 3: User: Hella! Question 3:
Assistant: Hil Assistant: HI! )
m
: J What ... :
User: Solve this question... What ... When ... How ... ! Answer 3: Sl SR e
Assistant: Sure! ... Answer 3: ... | Answer 3: .. | Answer 3: .. o 1
User: How about .7 o ¢ o
J IR This is ... Letus ... We can ... To solve ...

Assistant: Itis a ..

17



DL Compilation

TVM Stack
ST T TS ST T T TS T T T T T T T T T s T s s s . T T TS T ST T T T T T e TE T EE S E e E ]
I ra 1
'  Frameworks o Calle2 b CNTK @ CoreML @ i
o P, e, e supported v o ;
Computation Graph
Optimization

note: this is the typical optimization layer
of DL frameworks (g.g. Tensorflow XLA)

Tensor Compute
Description

note: see alsa index expression
from Halide, Loapy, TACO

Primitives from prior works (Halide, Loopy)

LOOp i
Thread Bincing | Cache locally [y

Schedule Space
and Optimizations New primitives to support GPUs, Accelerators
Thread
Cooperation

Runtime: Lightweight and Cross Platform

module
module.set_input (#+params)
module. run(data=data_array)
output
module.get_output(®, output)

input

|:> Deployable Module

prediction tabby, tabby cat

Deploy Languages and Platforms

@, python e

Js =

Java

- Y P
&

TVM: An Automated End-to-End Optimizing Compiler for Deep

Learning, 2018

= runtime.create(graph, lib, tvm.gpu(@))

= tvm.nd.empty(out_shape, ctx=tvm.gpu(@))

Triton: An Intermediate Language and
Compiler for Tiled Neural Network
Computations, 2019

Interface to existing
l DSLs
] (Not addressed
Triton-C in this paper)
v Y
Triton-IR
Triton-JIT
—3  Auto-Tuner
¥
Machine
Benchmark -Independent
A Passes
]
Machine
-Dependent
Passes
Machine-Code

'
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Class Related

* Slack Channel — Update display name

* Schedule — Newly joined students please send papers you are
interested in presenting to me and the TA

* Presentation — Guidance on what to include (course website)



QA
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